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ABSTRACT
Recent work in news recommendation systems has demonstrated
that recommendation algorithms can over-expose users to articles
that support pre-existing opinions. Such a filter bubble problem
can intensify over time if users and the recommender form a closed
feedback loop, eventually resulting in severe political polarization.
While empirical work has uncovered this problem in a dynamic rec-
ommendation process, how to effectively break this cycle remains
elusive. Hence, in this work, we propose a Dynamic Calibration
method for new recommendation, which calibrates the recommen-
dations from perspectives of both rankings and predicted scores.
Extensive experiments demonstrate the strong performance of the
proposed Dynamic Calibration algorithm and also illustrate the
effectiveness of the two modules in the proposed method. Data and
code can be found at https://github.com/lakers2/recommender_
calibration.

1 INTRODUCTION
Recent studies [5, 14] have shown that personalized recommenda-
tions can create echo chambers and filter bubbles, where users are
primarily exposed to information that aligns with their pre-existing
beliefs and opinions. This is particularly concerning in the context
of news consumption, where digital news apps increasingly rely on
such recommendations to present articles to users [1, 6]. The result-
ing filter bubble phenomenon in news recommendations [13, 15]
contributes to further intellectual and political segregation and po-
larization. Indeed, a recent work [18] empirically showed that in a
dynamic news recommendation process, where users continuously
interact with the recommender with a significant interplay of influ-
ence between them, a severe filter bubble problem emerges quickly
as the recommender evolves with users becoming more extreme in
their beliefs over time. These findings suggest that users can easily
fall into filter bubbles and become more polarized in the dynamic
recommendation process.

While these important studies have demonstrated the problem
of filter bubble and political polarization in news recommendations,
a solution that addresses this issue remains elusive. There are two
key challenges in overcoming this problem:
• [Challenge 1] how to dynamically eliminate bias in pre-
dicted scores from the model?
• [Challenge 2] given the debiased predicted scores, how to
dynamically maintain the unbiasedness of the ranking
lists exposed to users?
Effectively addressing these challenges is crucial to dynamically

alleviate the problem of filter bubble and political polarization in

news recommendations. Hence, in this work, we propose the Dy-
namic Calibration method (DC), which contains two compo-
nents: the Dynamic Ranking Calibration (DRC) module that
dynamically manages the unbiasedness of the ranking lists (tar-
geting challenge 2); and the Dynamic Score Calibration (DSC)
module that dynamically reduces the bias in model predicted scores
(targeting challenge 1). We conduct extensive empirical studies
to evaluate the performance of the proposed DC method as well
as the effectiveness of the two modules. We show that the pro-
posed method can lessen the effects of filter bubbles, leading to less
polarized recommendations over time.

2 PRELIMINARIES
In this section, we first introduce the formalization of the dynamic
recommendation process, and then, we introduce the Mean Political
Stance (MPS) metric to evaluate the degree of polarization among
users in the dynamic recommendation process.

2.1 Dynamic Recommendation Process
The dynamic news recommendation process can be summarized
into two parts. In the first Bootstrap part, we randomly expose 𝑏
articles to each user and collect their feedback as initial data to train
the first version of the recommendation model. Then, in the second
part, users visit the system one by one (the same user can visit
the system multiple times) , and the recommender recommends 𝑘
articles to each user using the current version of the model. After
every 𝐿 user visits (what we call one epoch), the recommendation
model will be retrained with all feedback data collected up to now.

2.2 Polarization Evaluation
To study filter bubbles and polarization in terms of political stances
in news recommendations, we assume that each article has a politi-
cal stance value, labeled as one of {𝑙1, 𝑙2, . . . , 𝑙𝑛}, which spans the
ideological spectrum from extreme liberal (𝑙1) to extreme conserva-
tive (𝑙𝑛). Likewise, each user can be labeled as one of {𝑣1, 𝑣2, . . . , 𝑣𝑛},
indicating users’ political ideology groups and spanning from solid
liberal (𝑣1) to core conservative (𝑣𝑛). For example, in Section 4,
we have news articles with political stance values {−2,−1, 0, 1, 2}
(spanning the ideological spectrum from extreme liberal (−2) to
extreme conservative (+2)) and five groups of users (ranging from
solid liberals to core conservatives).

Then, to study how the recommendations influence users’ news
reading behaviors and opinions, we propose the metric Mean Polit-
ical Stance (MPS) to show how the stance of articles a user reads
changes over time. MPS measures that at a certain timestamp 𝑡
when a user 𝑢𝑡 visits the system and is provided by the system
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Figure 1: Empirical evidence of the polarization and filter
bubble problem.

a ranked list of recommended news articles, what is the average
political stance of articles being read by 𝑢𝑡 :

𝑀𝑃𝑆𝑡 =

∑𝑘
𝑜=1 𝑦𝑢𝑡 ,𝑜 · 𝑠𝑡𝑎𝑛𝑐𝑒 (𝑜)∑𝑘

𝑜=1 𝑦𝑢𝑡 ,𝑜
(1)

where we iterate the k recommended articles (from top position
𝑜 = 1 to the end 𝑜 = 𝑘), and if 𝑢𝑡 clicks and reads the article at
position 𝑜 , 𝑦𝑢𝑡 ,𝑜 = 1, otherwise 𝑦𝑢𝑡 ,𝑜 = 0. We calculate the average
political stance of articles read by the user at interaction 𝑡 , and
𝑠𝑡𝑎𝑛𝑐𝑒 (𝑜) returns the political stance of an article at position 𝑜 . We
report the average MPS for each user group in each experiment
epoch and show how it evolves.

2.3 Empirical Evidence
In [18], during the dynamic recommendation process, the political
stance of articles users from different groups read will increasingly
deviate from their initial positions, from which can be concluded
that users quickly fall into filter bubbles and read increasingly more
radical articles as the system evolves. Figure 1 shows when using
a conventional matrix factorization model, how the MPS changes
over time for two different types of users: a user group with a
core conservative ideology and a user group with a solid liberal
ideology. The x-axis shows the recommendation epochs, and the y-
axis represents the MPS at each recommendation epoch. The ‘ideal
MPS’ is the real stance of each type of user, which is unbiasedly
evaluated by the reading history of users during the bootstrap step
with random recommendations. This figure illustrates that for these
two types of users, the political stance of articles users read will
increasingly deviate from their initial positions, quickly falling into
filter bubbles of extreme content, indicating the severe filter bubble
and polarization problems in the dynamic recommendation process.
More details about the experimental settings and results will be
introduced in Section 4.

3 INTERVENTION APPROACHES
To address such filter bubble and polarization problems in dynamic
recommendations, in this section, we introduce the Dynamic Cali-
bration method (DC). The method is composed of two complemen-
tary components: the Dynamic Ranking Calibration module (DRC)
and the Dynamic Score Calibration module (DSC).

3.1 Dynamic Ranking Calibration
Conventional recommendation models deliver recommendations
with utility maximization as the only goal. Such a conventional
method will only recommend content with the same political stance
of users and will give up the possibility of exploring other aspects of
the user’s interests, thus leading to the filter bubble and polarization
problem.

Hence, we need to calibrate the ranking lists shown to users
to avoid radical recommendations. A straightforward idea is to
directly conduct a re-ranking so that the re-ranked list contains
a political stance distribution 𝑝 that is as close as possible to the
ideal distribution 𝑞. The ideal distribution indicates the real political
preferences of users. Specifically, for each user, we calculate the
probabilistic distribution of articles from each of the 𝑛 political
stances read by the user as the political stance distribution. In
practice, ideal distribution 𝑞 can be unbiasedly estimated by the
feedback data collected during the Bootstrap step (in which articles
are randomly exposed to users and feedback data is purely driven
by users’ interests), and 𝑝 is calculated by all the feedback data after
Bootstrap.

We use KL divergence to measure the difference between 𝑝 and
𝑞, The smaller the KL divergence score is, the more similar the
two distributions are. Then, we take this distribution difference
with the recommendation utility together into consideration in
our re-ranking process. To balance recommendation utility and
calibration effect, we trade-off between them in the re-ranking
criterion following [17] as:

𝑆 ′𝑢,𝑖 = (1 − 𝜆) · 𝑆𝑢,𝑖 + 𝜆 · 𝐾𝐿(𝑝+𝑖 |𝑞), (2)

where 𝑆𝑢,𝑖 is the predicted preference score from an existing model
for the user 𝑢 and article 𝑖; 𝑝+𝑖 calculates the reading history distri-
bution if 𝑖 is recommended and read by the user; 𝜆 is the trade-off
parameter to control the strength of calibration; and 𝑆 ′

𝑢,𝑖
is the new

score of 𝑖 for re-ranking. During the re-ranking process, starting
from an empty list, we iteratively calculate 𝑆 ′

𝑢,𝑖
and greedily pick

the article with the highest score into the recommendation list.
In the dynamic recommendation process, the reading behaviors

of users and the recommender influence each other, and both of
them evolve over time. Thus, we further propose the dynamic ver-
sion of this ranking calibration method: we dynamically change the
strength of calibration by adjusting the 𝜆 in Equation 2 according to
the current severeness of filter bubbles. When the current reading
history distribution of a user group differs significantly from the
ideal distribution, we strengthen calibration by increasing 𝜆, and
vice versa. Formally, we set 𝜆 = min(1, 0.5 + 𝛼 · 𝐾𝐿(𝑝 |𝑞)), where
larger hyperparameter 𝛼 indicates stronger strength of calibration.
Note that 𝜆 in this work is designed to be user group dependent.

3.2 Dynamic Score Calibration
One strong premise of the introduced dynamic ranking calibration
method is that the predicted preference score 𝑆𝑢,𝑖 in Equation 2 is ac-
curate and unbiased. However, the fact is that the recommendation
model produces biased predictions and overestimates the scores
for items matching the dominant interests of a user [19]. Hence,
besides ranking calibration, it is also crucial to directly calibrate
the predicted scores to evade overestimation of dominant interests
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and underestimation of minority interests (such as overestimating
the score of a left-leaning article and underestimating the score of
a right-leaning article for a left-leaning user).

A straightforward idea is to modify the loss function in the train-
ing process so that the learned model focuses more on how to
deliver filter-bubble-free and polarization-friendly articles. In the
original algorithm, we treat all training samples equally. However,
the model will deliver biased results due to the overestimation of
the dominant interests of a user. We need to mitigate this overesti-
mation during the training process by assigning a weight for each
training sample. If one political stance 𝑙 is under-recommended,
we add a large weight for these articles in the next training round.
To minimize the loss, the recommender system will focus more on
exposing more articles in stance 𝑙 . The improved training loss can
be formulated as:

L′ =
∑︁
𝑢,𝑖

𝑤𝑢,𝑙 (𝑖 ) · L(𝑢, 𝑖),

𝑤𝑢,𝑙 (𝑖 ) = (𝑞(𝑢, 𝑙 (𝑖))/𝑝 (𝑢, 𝑙 (𝑖)))𝛽 ,
(3)

where L(𝑢, 𝑖) is the original loss of user-article pair (𝑢, 𝑖); 𝑙 (𝑖) is the
political stance of the article 𝑖; 𝑞(𝑢, 𝑙 (𝑖)) is the value of stance 𝑙 (𝑖)
in the ideal distribution of the user; 𝑝 (𝑢, 𝑙 (𝑖)) is the value of stance
𝑙 (𝑖) in the current reading history distribution; and 𝛽 is the hyper-
parameter controlling the strength of calibration. Because 𝑝 (𝑢, 𝑙 (𝑖))
changes over time for each user group, this score calibrationmethod
is a dynamic approach.

When a user reads fewer articles from political stance 𝑙 than
expected indicated by the ideal distribution, the model could un-
derestimate the scores for these articles. In this case, 𝑤𝑢,𝑙 (𝑖 ) will
be larger than 1, which means that the loss function will push the
model to correct its prediction bias towards these user-article pairs,
thus addressing the underestimation.

Last, we combine these two approaches together to achieve a
comprehensive solution for fighting filter bubbles and polarization
– the Dynamic Calibration algorithm (DC).

4 EXPERIMENTS
In this section, we conduct experiments to answer three questions:
(1) Can the dynamic calibration (DC) method reduce the effect of
filter bubble and polarization? (2) What are the effects of the two
components of the DC model? (3) What are the impacts of the two
hyper-parameters 𝛼 and 𝛽?

4.1 Experiment Setting
4.1.1 Dataset. We use a variation of the dataset from [13], which
consists of a collection of 40,000 news articles and a set of 500 users.
The 40,000 articles are with annotations of their topics and political
stances. Specifically, there are 14 topics: abortion, environment, guns,
health care, immigration, LGBTQIA, taxes, technology, trade, Trump
impeachment, US military, welfare, US 2020 election, and racism. Each
article can cover one or more topics. For political stance, each article
is labeled as one of {−2,−1, 0, 1, 2}, which spans the ideological
spectrum from extreme liberal (−2) to extreme conservative (+2).
There are 8,000 articles for each political stance. We can use a binary
utility matrix A𝑖 ∈ {0, 1}14×5 to represent the topic and stance for

Algorithm 1: Dynamic News Recommendation Process
1 Bootstrap: Randomly expose 10 articles from each topic

(140 in total) to each user, and collect initial clicks D,
calculate ideal MPS for each user group, and train the first
model𝜓 by D;

2 for 𝑡 = 1 : 40, 000 do
3 Randomly choose a user 𝑢𝑡 as the current visiting user;
4 Re-rank candidates using dynamic ranking calibration;
5 Recommend 5 articles to the current user 𝑢𝑡 by𝜓 ;
6 Collect new clicks and add them to D;
7 Update preference matrix of user 𝑢𝑡 ;
8 if 𝑡%200 == 0 then
9 Implement dynamic score calibration;

10 Retrain𝜓 by D;

an article 𝑖 . Figure 3(a) shows an example of an article related to
abortion and immigration with a political stance of -2.

The user set is simulated based on the Pew survey of U.S. po-
litical typologies [7], which summarizes 9 political typologies in
the U.S. and their opinions toward different topics. We consider
the five most representative typologies: solid liberal (extreme lib-
eral), opportunity democrats (lean toward liberal), bystanders (mild
group), market skeptic republicans (lean toward conservative), and
core conservatives (extreme conservative). For each typology, we
generate 100 users, where each user can be represented by a pref-
erence matrix U𝑢 ∈ R14×5 to represent the user’s political stances
toward different topics. The larger U𝑢 (𝑝, 𝑠) is, the more likely user
𝑢 holds an opinion of stance 𝑠 toward the topic 𝑝 . Figure 3(b) shows
an example preference matrix of a ‘solid liberal’ user and Figure 3(c)
shows an example preference matrix for a ‘core conservative’ user.

With the utility matrices for news articles and preference ma-
trices of users, we can determine the ground-truth preference of
a user for an article by vectorizing their corresponding matrices
and then taking the dot product to calculate the preference score
between them. We can further determine user-article interaction
behaviors by this preference score. The higher the preference score
is, the more likely a user is to click and read the article.

4.1.2 Dynamic Recommendation Experiment. The detailed exper-
imental process is presented in Algorithm 1. We first conduct a
bootstrap step to collect initial click data from all users by ran-
domly showing 140 articles (10 articles from each topic) and then
training the first recommendation model with the initial click data.
Then, we run the dynamic experiment for 40,000 iterations. At each
iteration, a random user will come and ask for recommendations
of 5 articles. The user will iterate all the 5 articles and determine
whether click and read them. The interaction data will be stored
for further model training. We retrain the model after every 200
iterations, resulting in 200 experiment epochs. In this work, we use
the fundamental Matrix Factorization (MF) [13] model as the core
approach to deliver recommendations.

Moreover, users’ preferences can be influenced by recommenda-
tions exposed to them. If an article was recommended and read by
a user, the corresponding opinions of the user will be reinforced,
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Figure 2: Results comparison with ideal MPS, Combined MPS, and Original MPS.

Figure 3: (a) shows an article matrix. (b) shows a preference
matrix for a ‘solid liberal’ user. (c) shows a preference matrix
for a ‘core conservative’ user.

and the user is more likely to click articles with the same political
stances and topics in the future. So, we model these dynamics by
changing preference matrices of users corresponding to articles
read by users. We first define an influence parameter 𝑐 to determine
to what degree users can be influenced by recommendations. Then,
every time a user 𝑢 is exposed to an article 𝑖 , if 𝑢 clicks and reads 𝑖 ,
we update the preference matrix U𝑢 of 𝑢 by U𝑢 ← U𝑢 + 𝑐 · A𝑖 . In
our experiment, we set 𝑐 = 0.03.

4.2 Performance of Dynamic Calibration
First, we study: can the DC method reduce the effect of filter bubble
and polarization? We set the hyperparameters 𝛼 = 2 and 𝛽 = 8. The
evolution of MPS of different user groups is shown in Figure 2:
• The Ideal MPS is the MPS calculated based on the bootstrap data

and can be considered as an unbiased estimation of users’ political
preferences. The Original MPS is the result of conventional MF
without any intervention. We can observe that the Original MPS
value deviates from the Ideal MPS as the recommender system
evolves, showing significant polarization among users.
• The DC MPS is the result of our proposed DC method, which is

closer to the Ideal MPS compared to the Original MPS, depicting
that the DC method can successfully alleviate the filter bubble
and polarization problem.
• The DC method performs better on the ‘solid liberal’ group and
the ‘core conservative’ group, indicating that we can produce a
better intervention effect for groups with more extreme political
stances.

4.3 Ablation Study
In this section, we aim to evaluate the effectiveness of the dynamic
ranking calibration (DRC) module and the dynamic score calibra-
tion (DSC) module. In this experiment, we set 𝛼 = 2 for DRC and
𝛽 = 8 for DSC. We show the MPS evolution on the ‘solid liberal’
group and the ‘core conservative’ group in Figure 4 for DRC and

Figure 4: Results comparison among IdealMPS, OriginalMPS,
and DRC MPS.

Figure 5 for DSC. From these two figures, we can observe that
both DRC and DSC can alleviate the filter bubble and polarization
problem compared to the Original MPS result by the MF model,
demonstrating the effectiveness of the two proposedmodules. More-
over, comparing Figure 2 with these two figures, we can see that the
DC model combining these two modules outperforms both DRC
and DSC in terms of the filter bubble and polarization alleviation.
This result illuminates the complementarity of these two modules.

4.4 Hyperparameter Study
Last, we study the impacts of the two hyperparameters that dy-
namically control the calibration strength of DRC and DSC. The
𝛼 in the DRC module controls the trade-off between ranking cal-
ibration and ranking utility: the larger 𝛼 the stronger calibration.
In Table 1, we show the experimental results for solid liberals and
core conservatives user groups of different 𝛼 with 𝛽 = 8, where we
list the average Discounted Cumulative Gain (denoted as avg DCG)
to show the overall recommendation utility, the higher the better.
And we list the absolute difference between the average MPS of
the experiment and the Ideal MPS (denoted as |Δ𝑀𝑃𝑆 |) to show
the overall calibration performance, the lower the better. From the
table, we can see that in line with our expectation, larger 𝛼 leads to
less severe filter bubble and polarization but lower utility.

Next, we study the impact of 𝛽 in the DSC module: the larger
𝛽 leads to stronger calibration for predicted scores. We show the
experimental results of different 𝛽 with 𝛼 = 2 in Table 2. The
results depict that larger 𝛽 results in less severe filter bubble and
polarization but lower recommendation utility.
Hence, based on these experimental observations, we can conclude
that both proposed dynamic modules deliver effective intervention
performance, and the DC method can further improve the result.
However, recommendation utility is sacrificed by these methods
for alleviating filter bubbles and polarization.
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Figure 5: Results comparison among IdealMPS, OriginalMPS,
and DSC MPS.

Table 1: The influence of 𝛼 with the 𝛽 = 8. |Δ𝑀𝑃𝑆 | calculates
the absolute difference between avg MPS of the experiment
and the Ideal MPS.

metric 𝛼=0 𝛼=1 𝛼=2 𝛼=3 𝛼=4

solid liberals avg DCG 1.628 1.569 1.523 1.494 1.493
|Δ𝑀𝑃𝑆 | 0.182 0.152 0.129 0.126 0.120

core conserv avg DCG 1.705 1.748 1.717 1.715 1.673
|Δ𝑀𝑃𝑆 | 0.226 0.230 0.212 0.204 0.187

Table 2: The influence of 𝛽 with the 𝛼 = 2. |Δ𝑀𝑃𝑆 | calculates
the absolute difference between avg MPS of the experiment
and the Ideal MPS.

metric 𝛽=2 𝛽=5 𝛽=8 𝛽=11 𝛽=14

solid liberals avg DCG 1.621 1.565 1.523 1.518 1.482
|Δ𝑀𝑃𝑆 | 0.174 0.165 0.129 0.120 0.103

core conserv avg DCG 1.767 1.744 1.717 1.696 1.625
|Δ𝑀𝑃𝑆 | 0.241 0.241 0.212 0.204 0.161

5 RELATEDWORK
Filter bubbles and polarization in personalized recommender sys-
tems have been extensively studied across various platforms such
as Facebook and YouTube [2, 3, 16]. Grosetti et.al [11] demonstrate
the impact of a recommender system on user behavior and how
the personalized recommendations amplify filter bubbles, revealing
a decrease in recommendation diversity by 30%. The root cause
of filter bubbles is the tendency of recommendation algorithms to
prioritize content that users are more likely to click on for max-
imum utility [4, 8, 12]. This problem can negatively impact user
experience and exacerbate intellectual segregation and polarization
in society [9]. Specifically, a recent study [18] conducted simulation
experiments to analyze the dynamic nature of political polarization
in news recommendations and found that users become more radi-
cal and the polarization problem intensifies over time. While some
mitigation strategies [10, 17] for filter bubble in recommendations
have been proposed, most of them only focus on short-term and
static scenarios, which cannot work effectively in real-world dy-
namic systems. Therefore, our work aims to fill the gap and address
the filter bubble and polarization problem in a dynamic manner.

6 CONCLUSION AND FUTUREWORK
In this work, we aim to study how to effectively intervene in a
dynamic news recommendation process – where users and the
recommender form a closed feedback loop – to lessen filter bubbles
and polarization.We propose a Dynamic Calibrationmethod, which
calibrates the recommendations from perspectives of both rankings
and predicted scores in a dynamic manner. Extensive experiments
show the encouraging performance of the proposed Dynamic Cal-
ibration model and also demonstrate the effectiveness of the two
modules in the proposed method. In the future, we want to study
more advanced approaches based on reinforcement learning algo-
rithms to more effectively alleviate the filter bubble and polarization
problems while preserving the recommendation utility.
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