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ABSTRACT
This paper models ethical dilemmas, which take place in a decision-
making context where any of the available options requires the
agent to violate or compromise on their ethical standards. A famous
dilemma, the "Trolley Problem", has been studied quantitatively
and systematically since it represents machine ethics and has many
applications in autonomous vehicles. We design a psychological
paradigm to collect the data on the decisions and confidence of
the participants facing the dilemmas, and a consensus-determinacy
space is defined for human ethics. Then, we formulate the moral
principle analysis as the matrix factorization problem, and a new
model is proposed to discover moral components. Based on the
embedded moral principles, we explore the possibility of providing
decisions that are more consistent with the behavior of human
beings, even if the available dataset is small and incomplete. Several
experiments have been conducted on the proposed model to discuss
the necessity and feasibility of the research in machine ethics.
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1 INTRODUCTION
With the development of artificial intelligence (AI), every aspect
of people’s daily life has been impacted, from social media to daily
commutes to online shopping [10]. However, ethical concerns about
these widely seen and used autonomous intelligent systems still
lack efficient and explicit solutions [17], resulting in public stress
and anxiety about artificial intelligence [21, 27]. The AI-powered
chatbot Tay launched by Microsoft was forced offline and blocked
just 24 hours after its operation. Tay could not recognize whether
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its statements are offensive and have contents related to racial
discrimination or not [19].

Some foreseeing researchers have realized that if we want AI
to be trustworthy, AI systems need the ability to tell wrong from
right or the explicit moral framework enabling the ethics gover-
nance [1, 6, 9]. For this reason, there is a growing research interest
in machine ethics, which is defined as one principle or a set of ethi-
cal principles guiding the work of intelligent machines [5, 25, 26].
Current research on machine ethics can be roughly divided into
two kinds. The first type of work is about designing a general
paradigm for studying machine ethics based on ethical principles.
The most well-known ethical principles are Asimov’s Laws. The
most important law of Asimov’s Laws is that robots are not al-
lowed to injure humans [18]. Deng et al. [8] designed a dilemma
in which one robot embedded with Asimov’s laws chooses which
of two human robots is going to die. Past autonomous vehicles
dilemma studies have mostly discussed utilitarianism, debating
whether to minimize unhappy behavior or to maximize happiness
behavior [20]. The question is whether the autonomous car would
choose to save the majority of lives when a crash is unavoidable or
not. Bonnefon et al. [4] conducted online surveys to study whether
autonomous vehicles are designed to be utilitarian from the per-
spective of passengers. The survey questions are about the typical
dilemmas named "Trolley Problem". This problem has been argued
for nearly half a century in human morality [24] and extended to
artificial morality [7, 25]. The Moral Machine [3] provided a pub-
lic online experimental platform simulating moral dilemmas and
mass data about moral decisions. Anderson et al. [2] evaluated the
effectiveness of the ethics framework by comparing ethicists’ deci-
sions with machines’ decisions. The second kind of machine ethics
research focuses on the moral decision for specific ethical events.
Loreggia et al. [16] stated the importance of moral principles. When
moral principles conflict with personal preferences, the principles
stand out and become dominant. Guarni [11] conducted works on
a neural network of machine ethics, which classified moral events
into two categories: acceptable or unacceptable.

Motivated by the latest research works on machine ethics, this
paper proposes a general framework to study ethical dilemmas,
specifically on the "Trolley Problem". Since dilemmas faced by ma-
chines originated from humans and autonomous machines are
designed by humans, the moral decisions made by humans and the
principal human moral components must be studied. Therefore,
this work studies ethical dilemmas from these two perspectives.
We collect the decisions from survey participants on the "Trolley
Problem" questions in [3]. Specifically, we require the participants
to make decisions on the dilemmas and declare their confidence in
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their decisions. We construct consensus-determinacy space based
on the questionnaire data to describe the ethical events in the same
set of standards. We formulate the moral principle analysis as the
matrix factorization problem. In particular, we extract a latent space
to describe principal components.

2 PROBLEM FORMULATION
2.1 Psychological Paradigm
During a series of ethical events, participants are required to pro-
vide the decisions they made and the confidence they had in them.
Participants are assumed not to be experts in ethics. Therefore, they
can only answer a limited number of questions related to ethical
dilemmas. LetX = ⟦xm,k ,n⟧ ∈ RM×K×N be the survey data tensor,
where the first-order representsM users, the second-order repre-
sents the K options, and the third-order represents N events. For
the userm and the event n, xm,k ,n is set as the confidence value
showed in the survey when the option k is selected, otherwise,
xm,k ,n is set as 0. We define the decision matrix D ∈ RM×N as:

Dm,n =


1, Cross the lane
−1, Stay on the lane
0, no decision

. (1)

Note that in Eq. 1, we take the case of “no decision” into considera-
tion. Some users refuse to make moral decisions for some events
in our survey. Unlike most previous works that abandon the "no
decision" cases, we try to use its information by treating it as the
third option, which is setting it as 0. Based on the survey data
tensor X = ⟦xm,k ,n⟧, we can also define the confidence matrix
C ∈ RM×N , where the element Cm,n is given as follows:

Cm,n =


0, no decision∑
k
xm,k ,n, otherwise . (2)

Cm,n is set as 0 when the participant makes no decision, keeping a
consistency between decision matrix D and confidence matrix C.

2.2 Consensus-Determinacy Construction
We denote the survey data of event n by an event matrix En = X::n ,
where X::n is the frontal slice n of the tensor X. The rows of En
represent users and the columns represent options. For a given
event matrix E, consensus θ (·) and determinacyψ (·) are defined:

θ (E) =
(max

k

{ ∑
m
em,k

}
∑
m

∑
k
em,k

−
1
K

)/ (
1 − 1

K

)
ψ (E) =

1
M

∑
m

∑
k

em,k

(3)

whereM is the total number of users,K is the total number of event
options. The value of θ andψ can be represented by point (θ ,ψ ) in
a two-dimensional space. The horizontal dimension in this spatial
metaphor is the consensus dimension, and the vertical dimension is
the determinacy. According to Eq. 3, the consensus θ is the extent
that there is a dominative option. In other words, it represents the
level of agreement between users. Determinacyψ is determined by
the degree of confidence that users have in their decision.

3 ETHICS PRINCIPLE FACTORIZATION
3.1 Ethics Principle Factorization
As mentioned in Section 2, we formulate two matrices D ∈ RM×N

and C ∈ RM×N according to Eq. 1 and Eq. 2. We propose a novel
matrix factorization method to project survey participants and
moral events into a common latent space with these two matrices
as input. The overflow is visualized in Figure 1.

Each row vector of the decision matrix D ∈ RM×N represents a
participant’s moral decisions across all moral events. Each column
vector represents the moral decisions of the moral event across all
survey participants. Motivated by collaborative filtering (CF) [22],
we decompose the decision matrix into latent matrices is as: D ≈

PVT , where P ∈ RM×c , V ∈ RN×c . M is the number of users, N
is the number of events, and c is the number of latent factors, the
number of moral principle components. Then pm can be treated as
a latent morality representation of themth participant, and vn can
be treated as a latent morality representation of nth moral event.

Referring to the confidence matrix C ∈ RM×N , each row vector
represents a participant’s confidence levels of their moral decisions
across all moral events. Each column vector represents the made
moral decisions’ confidence levels of the event across all survey
participants. We can also apply matrix factorization to decompose
the confidence matrix into latent matrices as: C ≈ QVT1 , where
Q ∈ RM×c , V1 ∈ RN×c , c is the number of latent factors which
is also the number of moral principle components. Then qm can
be treated as a latent ethical confidence representation of themth

participant, and v1n can be treated as a latent ethical confidence
representation of the nth moral event.

Our proposed model considers not only moral dilemmas’ options,
but also confidence levels. According to our knowledge, it is the
first trial to evaluate moral dilemmas using both the decision and
confidence dimensions.We directly use the participant-eventmatrix
as the input matrix. Since each row vector represents a participant’s
decisions or confidence across all events, this vector can be extended
or further represented as an indicator of a person’s morality or
ethical preference. The moral decision or people’s confidence level
towards a moral event is represented via each column vector. It can
be extended to indicate an event’s moral characteristics. Inspired
by collective matrix factorization (CMF) [23], we decompose D and
C jointly to get a shared latent space of the moral events’ principal
components, which is V = V1.

3.2 Loss Function
We aim to minimize the loss between decision matrix D and the
product of PVT in the latent space. Meanwhile, we aim to minimize
the loss between confidence matrix C and the product of QVT in
the latent space. Therefore, our loss function is defined as:

L = min
P,Q,V

λ

2

D − PVT
2 + 1 − λ

2

C − QVT
2 + R(P,Q,V), (4)

where 0 ≤ λ ≤ 1, which is a parameter averaging the matrix
factorization errors between the two matrices. ∥·∥2 denotes the
Euclidean distances. R(P,Q,V) denotes the regularization func-
tion to avoid P,Q, and V being over-complex. All three terms in
Eq. 4 are differential for the following gradient descent during
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Figure 1: Overview of Our Proposed Ethics Framework

the optimization process. The regularization function R(P,Q,V) =
λ1
2 ∥P∥2 + λ2

2 ∥Q∥2 + λ3
2
VT 2, where λ1, λ2, λ3 ≥ 0, controlling

the terms in the regularization function. In this paper, we equally
assign 0.33 to λ1, λ2, and λ3. The optimization problem in Eq. 4
is an unconstrained nonconvex optimization problem with three
matrices P, Q, and V. We differentiate the loss with respect to each
matrix as follows:

∇PmL = −λ
N∑
n=1

(Dm,n − PmVTn )V
T
n + λ1Pm

∇VnL = −λ
M∑

m=1
(Dm,n − PmVTn )Pm

− (1 − λ)
M∑

m=1
(Cm,n − QmVTn )Qm + λ3VTn

∇QmL = −(1 − λ)
N∑
n=1

(Cm,n − QmVTn )Vn + λ2Qm

4 EXPERIMENTS
4.1 Psychological Experiments
4.1.1 Moral Dilemmas. Guidelines for autonomous vehicles should
take into account not only engineers’ and ethicists’ morality, but
also the public’s [4]. The design of ethical problems is quite chal-
lenging, as these problems are highly diverse. Some people prefer
to save more lives than the fewer [4], while others prefer to save
the young than the elderly [15].

Motivated by [3], the dilemmas in our paper also consider nine
factors. Nine factors are included in the analysis: humanity prefer-
ence (humans vs. pets), action preference (stay in lane vs. cross the
lane), passenger preference (passengers vs. pedestrians), utilitarian-
ism (more lives vs. fewer lives), gender preference (men vs. women),
age preference (elderly vs. young), law and order preference (cross
legally vs. illegally), and property preference (machine vs. human).
Considering all factors, we designed ten dilemma problems to test

the nine moral principle preferences. People are shown only two
possible actions when unavoidable accidents.

4.1.2 Participants. We recruited 40 ethnically diverse participants:
15 females and 25 males, and collected participants’ ethically related
information to eliminate personal ethical discrimination. Moreover,
the survey participants were not notified beforehand. All responses
and opinions are immediate and real-time. We collect forty effective
questionnaires, and each questionnaire has ten moral dilemmas.

4.1.3 Questionnaire. In our paper, we want to test the significance
order of the nine moral principle components affecting the pub-
lic morality of autonomous vehicles. There are two datasets: the
decision and confidence data for further analysis. Each dataset is
based on 40 individuals’ attitudes towards ten autonomous vehicle
dilemmas. Two questions were formulated for each dilemma con-
cerning people’s decision and confidence in their choices: ’Stay on
the lane or Cross the lane?’, ‘What level of confidence do you have
in your decision?’ Answers were rated at five levels from 0 (Not at
all confident) to 100% (Very confident).

4.2 Matrix Factorization Results
4.2.1 Moral Principle Factorization.

Impact of Parameter. In the first experiment, we study the impact
of parameters in our factorization loss function (Eq. 4). The parame-
ter sensitivity, the number of components in the ethics latent space,
on the loss value is studied in Figure 2. This parameter is tested
from 1 to 20. According to the presented result, we can find that
our ethics principles factorization model performs well when the
number of components falls in the range [5, 10]. That is to say, five
principal components or more may have good explanations of the
public morality of dilemmas in our paper.

Explainable Moral Principle Components. The critical issue of our
ethics principle factorization is extracting a latent space to describe
moral principle components. According to Figure 2, we denote the
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number of principal components as five. Motivated by [12, 13], we
define the first five ethics principle components as: Harm, Fairness,
Loyalty, Respect, and Purity. Harm takes the first position over the
other four ethics domain because people are sensitive to suffering. In
Figure 2, the loss value decreases significantly with only one princi-
pal component: ‘Harm’, by around 41%. According to Holstein [13],
there are eight ethical concerns regarding autonomous vehicles,
namely safety, security, privacy, and so on. The first two concerns
are "how much damage autonomous vehicles would cause?". Thus,
only ‘Harm,’ can decrease loss value significantly. Adding the ‘Fair-
ness’, the loss value keeps decreasing by around 38%. If we consider
all five ethics domains, the loss value decreases sharply. Continuing
to decompose additional fifteen moral principle components does
not significantly affect the loss value reduction.

Figure 2: Loss Value Varying the Number of Components

4.2.2 Moral Choices Inference.

The Effects of Morality on Moral Justification. The cosine simi-
larity between the latent vectors extracted by our ethics principle
factorization model calculates a person’s morality. The moral justi-
fication similarity calculation method is similar, using the cosine
similarity between the moral justification vectors: decision vectors
and confidence vectors. As shown in Figure 3, persons with more
similar morality tend to make more similar justifications. The cor-
relation between morality and moral justification is measured by
the Pearson Coefficient r = 0.8835, indicating high linearity.

Inference of Public Implicit Morality of Dilemmas. Referring to
our two collected datasets:D andC, both have missing values (Nan).
Among the 40 participants, ten of them refuse to make decisions
on some events. In the decision matrix, there are 29 missing values.
While for the confidence data, six participants did not state their
confidence in some decisions they made. There are 21 missing
values in the confidence matrix. Although people do not make
decisions or show confidence, the missing values still have implicit
moral meanings.

This experiment is to predict the missing morality values based
on the user latent factors’ similarities. As shown in Figure 3, moral
justification is highly correlated with personal morality. Using
neighbors of the participant to predict implicit morality is rea-
sonable. In this paper, since we want to test the public morality of
dilemmas, all other users’ decisions on the specific dilemmas are
involved in predicting the missing moral decision value, introduced
by the user similarity as weights of missing value prediction.

After predicting and filling missing values, we have two new
decision and confidence matrices without Nan values. Then we
reuse our ethics principle factorization model to extract new latent
factors representing user morality, moral characteristics of dilem-
mas, and principal components involved in moral justification. The
parameter sensitivity of loss value on the usage of processed moral-
ity matrix is similar to Figure 2. Collectively factorizing matrices
without missing values has a relatively lower loss value during the
training algorithm.

Figure 3: Impact of Personal Morality onMoral Justification

Predict Public Morality of Unseen Moral Events. Our proposed
Ethics Principle Factorization model extracts the latent vectors to
represent the moral characteristics of dilemmas. As shown in Fig-
ure 2, five principal moral components explain most considerations
of the public in justifying dilemmas. For the unseen new moral
event, based on its violation degree of the five ethics domain: Harm,
Fairness, Loyalty, Respect, and Purity, we can represent the event
as a five-dimensional latent vector. Further, we can predict public
morality based on the similarity between latent event vectors of
the dilemmas which have already been justified by people and the
unseen ones without any former moral justification.

4.3 Consensus-Determinacy Space
The consensus and determinacy distribution of the ten events is
shown in Figure 4. The positions of the consensus and determinacy
converge from blue circles to red squares. Significant increases in
the consensus value are found for all of the ten events. It indicates
that our proposed algorithm can discover the common implicit
trend underlying the diverse feedback of all users. Besides the
consensus, the determinacy value also shows an increasing trend. It
also suggests a more appropriate moral event measurement behind
the noisy survey data, as the higher confidence is found via our
moral learning method.

There are also some interesting observations based on the in-
dividual event. For example, event 8 is to choose between three
passengers including a baby and two homeless persons. Event 8
shows a shallow consensus (0.2734) value, but its determinacy is
relatively high (0.5161). Shallow consensus and high determinacy
imply a dangerous signal for the event. A low consensus value
indicates a significant difference between the opinions of different
users. Meanwhile, relatively high determinacy indicates that both
sides are very confident in their opinions. The design of AI systems
should avoid this event since it can lead to extreme conflict.
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Figure 4: The Consensus-Determinacy space and the distri-
bution of ten moral events.

However, event 1 is a much better case, whose consensus (0.6428)
and determinacy (0.7375) are relatively high. It is safe to let ma-
chines make decisions for this type of case. Event 5 also shows
a consensus value (0.6479) similar to event 1, but with its lower
determinacy value. Considering that the option “cross the lane” in
event 1 does not cause life loss; however, the same option in event
5 causes at least three life losses. This difference between the deter-
minacy of events 1 and 5 is intuitive. It shows that people would
not be that confident when their selection causes death. Although
most participants agree that “crossing the lane” can reduce the life
loss in events 1 and 5, death still makes them less confident. The
coordinate of event 4 also evidences the decrease of determinacy
when the better option causes loss of life.

In summary, the consensus dimension indicates the possibility of
providing the decision when facing a dilemma. If a dilemma has a
high consensus, the machine can decide according to the preference
of human beings. The most dangerous situation is the upper left
area of the Consensus-Determinancy space, where the consensus
is low, but at the same time, the determinacy is high. Generally, we
have to avoid that kind of design in an intelligent system.

5 CONCLUSION
This paper does not intend to provide the so-called standard answer
to any ethical dilemma, which is still an unresolved problem in
human society. The direction of the effort is to explore machine
ethics in practice when the world has been full of intelligence and
autonomy. In caseswith no consensus on themost ethical way to act,
the machine should not be allowed to act autonomously. However,
not acting does not imply the moral conundrum is avoided because
the decision not to act also has a moral dimension. So, in this paper,
we try to propose a general framework to study the ethical dilemmas
by deep research of one typical dilemma that needs urgently with
the fast growth of autonomous vehicles. Specifically, we would like
to emphasize the following points:

• Consensus-determinacy space unifies different ethical events
in the same set of standards, which benefits the compari-
son and awareness of ethical events. Autonomous machines
cannot only be affected by their designers’ moralities. The
human morality consensus must be heard.

• Combing the latent features with social science findings, we
can find that harm and fairness are the two ethical principal
components. Harm is related to the ordered loss across dif-
ferent groups (e.g., people, animals, self, property, etc.) [25].
Fairness is across human individuals in various demographic
groups (e.g., by gender, race, age, etc.) [14].
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